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Final Exam Fall 1997

1. (10%) Suppose that one has a positive valued, finitely additive, set function P(-) defined
on an algebra A of subsets of {2 that assigns P(Q2) =1 to Q2. How does one extend the
definition of P(-) to the smallest o-algebra F that contains A? Will P(-) extended to
F be countably additive?

2. (10%) A pair of dice are thrown and the sum is noted. The throws are repeated until
either a sum of 6 or a sum of 7 occurs. What is the probability that the sequence of

throws terminates at the 5th roll? What is the expected number of rolls?

3. (10%) Show that the random variables £(Y|Fp) and [V — £(Y|Fy)] are orthogonal in
the sense that £{E(Y|Fy) [Y — E(Y|Fo)]} = 0.

4. (10%) Let Y = By + /1. X + E where X and F are independent random variables that
are distributed N (y,,02) and N(0,02), respectively. Compute £(Y), £(Y]X), and find
the density of Y.

5. (10%) Find ag, ay that minimize MSE(ag, ay) = € (Y — ap — oy X)*.

6. (15%) Consider the jointly distributed random variables X and Y with density

flx,y) = {

(a) Compute the marginal density f(x) .

(z?+y) 0<z<1,0<y<l1

S ulo

otherwise

(b) Compute the conditional density f(y|z) .
(c) Compute E(Y|X)(x).
(d) Compute the covariance between X and Y .

(e) Are X and Y independent?



(f) Compute P(1/2< X <1,1/2<Y <1).

7. (10%) Suppose fx(z) is a density with mean p and standard deviation o. Find the

density fy(y) of the random variable Y = (X — p)/o. What is the mean and variance

of the random variable Y.

. (10%) Let X; be independently and identically distributed with finite variance. Show
that S2 = (n—1)"' " (X; — X,,)?, where X,, = n~' " | X, converges almost surely
to Var(X).

. (15%) Consider the random variables
Y;:g(Xz;eo)_FEw 1=1,...,m,

where (X, E;) are independent and indentically distributed, fxg(z,e) = fx(x)fr(e),
fx(z) is positive only on the bounded interval (a,b), and fr(e) is everywhere positive
with £(E) = 0 and 0 < Var(E) < oo. The functional form of g(x,0) is known. The

value of #° is unknown but is known to lie in the bounded interval [¢, d]. Let
1 n
5u(0) = — 3V — (X, 0)

i=1

0, = argmin s,(6).
c<0<d

Theorem 4.2 implies that

lim sup [s,(0) —5(0)] =0,

n=0 <h<d

almost surely, where
5(6) = Vax(B) + "o, 0) — o, 0 fx(z) do-

(a) Assuming that 5(f) has a unique minimum at 6° over [c, d], show that f,, converges

almost surely to 6°.

(b) Assuming that

d O _ [

use the Central Limit Theorem to show that vn(d/df)s,(0°) is asymptotically
normally distributed. Be sure to include an expression for the variance this asymp-

totic distribution.



